Advanced
methodologies for
the assessment of
the fatigue response

Fatigue and Machine learning: Introduction
A. Ciampaglia




Introduction Politecnico

di Torin
How did we get to data-driven methods in science? orino

Paradigms of science

Empirical Model-based Computational Data-driven
science science science science

Empiric knowledge, Law of kinetics, FEM, density- Data-mining,
mathematics, thermodynamics, functional theory, physically-
geometry mechanics MDS infromed science

1.

1600 1950 2000
@ @ @

v

| 11 111 IV




Introduction

fit a Politecnico

Yoo di Torino
How can we use data-driven methods in science? =

Mechanistic Data Science

«Mechanistic data science combines mechanistic calibrated principles and collected data to
accelerate the knowledge extraction and improve predictive capacity»

Scientific
knowledge Known principles with

The development of MDS models follows six steps: uncertain parameters

1. Multimodal data generation/collection

Extraction of mechanistic features

: . , , Limited data and
Knowledge-driven dimension reduction

scientific knowledge
Reduced order surrogate models

Data science method for regression classification

o ok~ WD

System design Purely data-driven

MDS

Data
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Course outline

Part | — Tuesday May 14th
 Introduction to Machine Learning
- Definitions and classifications
« Main architectures
« Multi-layer perceptron
« Network and neurons
« Training algorithm
« The loss-function
Hands-on tutorial: build a NN with Google Tensorflow
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Artificial Intelligence is a technique which enables the
machine to mimic the human behaviour.




Advanced methodologies for the assessment of the fatigue response

Fatigue and Machine Learning

litecnico
Torino

Definitions

Artificial Intelligence is a technique which enables the
machine to mimic the human behaviour.

Machine Learning is a type of Artificial Intelligence that

provides computers with the ability to learn without being
explicitly programmed.




Advanced methodologies for the assessment of the fatigue response

Fatigue and Machine Learning

Politecnico
di Torino

Definitions

Artificial Intelligence is a technique which enables the
machine to mimic the human behaviour.

Machine Learning is a type of Artificial Intelligence that

provides computers with the ability to learn without being
explicitly programmed.

Deep Learning is a branch of Machine Learning that

comprehends the techniques using deep layered
structures.




Advanced methodologies for the assessment of the fatigue response

Politecnico
Fatigue and Machine Learning di Torino

Definitions

Artificial Intelligence is a technique which enables the
machine to mimic the human behaviour.

Machine Learning is a type of Artificial Intelligence that
provides computers with the ability to learn without being
explicitly programmed.

Deep Learning is a branch of Machine Learning that
comprehends the techniques using deep layered
structures.

Learning approaches
Supervised learning

Learn to predict an output y from an input x from a set of labelled Identify CATs and DOGs trained on
data (i.e, training dataset). labelled pictures

Unsupervised learning

Cluster similar documents based on the

Discovers patterns in unlabeled data x using similarity metrics. text content

Reinforcement learning

Learn to best react to an input x with a decision y based on the

) ) . Learn to play chess by winning or losing
effect of y on a defined scoring function.
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Type of problems

Regression

Learn a continuous function that predict the features y
from the inputs x on the labelled data (X, Y):

fif () =y | minE(Y, ()

Classification

Learn a discrete function that predicts the class k from the m
input x on the labelled data (X, Y): -

f:f(x) = k| min E(Y, f(X))

Clustering

Cluster a set of unlabelled observations X into k cluster by =
mMaximizing a similarity metric L:
k| mI?XL(Xk) ST
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Main Architectures

Multi Layers Convolutional Neural
Perceptron Networks
(MLP) (CNN)

;\J (e
:

Regression Image
Classification processing
Supervised Classification
training Supervised
training

Recurrent Neural

Generative
Networks Adversarial Network
(RNN) (GAN)

Time history Generative
processing algorithm
Classification Adversarial
Regression training
Supervised
training
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MLP: Network and neurons

Is based on the idea of an artificial neuron:;

Human neuron Artificial neuron Mathematical Expression

Dizrchrite
Axon berminad

X 1) - . i
' : or
: -’.Vrrr n
An g {jutputs Yk = A 2 WgiXi
| = Myelin sheat
k\\ , . =0
e L - Myelinated axon

r

[1] Mcculloch, Warren and Pitts, Walter. "A Logical Calculus of Ideas Immanent in Nervous Activity.” Bulletin of Mathematical Biophysics 5 (1943): 127--147.
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MLP: Network and neurons

The Multi Layer Perceptron (i.e.,, a Neural Network) is a stacked architecture of
interconnected artificial neurons.

Single output

b
Xo Q\l V1= Uq(zli\,:o Wlixi)
.
N
. y
“ QM @ .
y = A [bl W11 o WlN] .1 = A (Wx)
; WkN XN
XN ':\ v

[1x1]= [Ix(N+1)] [(N+1)x1]

N+1 Parameters
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MLP: Network and neurons

The Multi Layer Perceptron (i.e.,, a Neural Network) is a stacked architecture of
interconnected artificial neurons.

Multiple output

N
yi=A Z W1 X;
i=0

3’.1 by wi; 0wy X

Yum

by wyr 0 Wy

M x1]=[Mx(N+ DI][(N+1)x1]

M(N+1) parameters



Advanced methodologies for the assessment of the fatigue response : olitecnico

Fatigue and Machine Learning

MLP: Network and neurons

The Multi Layer Perceptron (i.e.,, a Neural Network) is a stacked architecture of
interconnected artificial neurons.

Multiple layers single output

Pk L . = AWl o — 22(w2,) — 42(w?2 41(wl
Input Hidden output ' __ Z _____ CA (Wx) ......................... 5 _y—cA(WZ)—c/l(Wc/l(Wx))
Layer Layer Layer
(Layer 1) (Layer 2) [M x 1] = [M x (N + 1)][(N +1) x 1] [1x1]=[1x (M + 1)] [(M +1) x 1]
Single Hidden layer: «shallow» M(N+1) parameters + M+1 parameters

Multiple hidden layers: «<Deep»



olitecnico

Advanced methodologies for the assessment of the fatigue response

Fatigue and Machine Learning

MLP: Network and neurons

The Multi Layer Perceptron (i.e.,, a Neural Network) is a stacked architecture of
interconnected artificial neurons.

Multiple layers multiple output

___________________ - ;
zi = A Z W11le Yk = A Z WI%LZL
=0 =0
Dy ([ own - (2] i (!
i i{ .1} ) 1 Wll WlN xl P {yl} 5 b1 Wll WlN Zl
I B G : : : X v =A : : i
Zy by Wi vt Wiy xN L bz wi{ - wip Z;vz
T , _ z=A'(W'x) iy = AX(W?Z) = A2 (WEAL (W)
e o i T T
Layer Layer ( Layer ) M x 1] =[Mx N+ DI][(N+1) x1] [Lx1]=[Lx M+ DJ[M+1) x1]
(Layer 1) Layer 2
M(N+1) parameters + L(M+1) parameters

Single Hidden layer: «<shallow»
Multiple hidden layers: «<Deep»
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Activation functions mimic the “firing” of neuron, let them de-activate (i.e., reduce the influence of their results on
the neuron output), using mathematical functions. The activation function must be:

« Non-constant?
I —
. 2 (at least its combination) o
Bounded- (at least i inati ——- RelU
- Differentiable Leaky ReLU
. . . —-- SELU
-« Monotonic (rare exceptions, e.g., “swish”)
Name Expression Params Models
Linear Alx) = x - Regr.
_|0ifx<0
Rectified Linear Unit (ReLU)[3] Ax) = {x if x>0 - Regr.
r o -1 0 1
ax lf x <
A(x) = . a
Leaky RelU L) { xif x>0 Regr. 11 — Sigmoid
—-—- Hyperb.
L fae*-1)ifx<0
Scaled Exponential Linear Unit (SELU)!4] A = A{ xif x>0 a, A Regr. H
I
—_ ]
. = = J ]
Hyperbolic Tangent A(x) = tanh(x) - Class. < 0 !
I
— 1
Sigmoid Alx) = 1+ex - Class. )
,I
,/
[2] Kurt Hornik, Approximation capabilities of multilayer feedforward networks, Neural Networks, Volume 4, Issue 2, 1991. —1p==--- :

[3] K. Fukushima, Cognitron: A self-organizing multilayered neural network, Biol Cybern. 20 (1975) 121-136. https://doi.org/10.1007/BF00342633/ —5 0 5

[4] G. Klambauer, T. Unterthiner, A. Mayr, S. Hochreiter, Self-Normalizing Neural Networks, Adv Neural Inf Process Syst. 2017-December (2017) 97 x 2515
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Network and neurons

The Multi Layer Perceptron (i.e.,, a Neural Network) is a stacked architecture of
interconnected artificial neurons.

Multiple hidden layers

Parameters
tunable parameters of the model (i.e. bias and weights of the
network)

Hyper-parameters
Non-tunable parameters defining the model architecture and
training strategy (number of layers, activation functions, ..)

Main takeouts:

« Neural networks are tensor product combined with operators
(A) -> explicit computation, extremely fast

« The number of parameters rapidly increase with increasing
number of neurons or number of layers
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Loss function

The MLP can be treated as a parametric function with parameters 6 = {wf, b;}:
y = MLP(x;0) : RN - RM

The parameters (i.e., weights and bias) are defined by minimizing a loss function:
L(x,y;0) = err(MLP(X),y)
where (%, 7) is the training dataset containing a set of observation.

The training process is defined as an optimization problem:
Otraineda = arg meinL(E» y;0)

How do we choose the loss function?

Problem Output FinalA  Loss y = MLP(y;0)

Regression Numerical Linear MSE

Classification 2 Class Sigmoid  Binary Cross Entropy LOS§ —
function

Classification Multiple class SoftMax  Cross Entropy l

Regression Numerical (physical qoi)  Linear MSE + physics constr.

Probabilistic regr.  Probabilistic Linear Maximum Likelihood
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Supervised Training

The loss is used to optimize the weights using the gradient: L(x.y:0)
For each weight w: |
1. Compute dL/owf; to find a linear approximation \ e
2. Update w; with a step in the decreasing direction
The derivative of the loss w.r.t. each weights is a gradient vector:
@f Need for Wik;
%iy optimizing 6 .
N: n°® inputs
VL(JE,_’)_/, 9) = < E r € [RN+M+H;i € [1; N];] € [1; M];k € [1; H] M: n° OUtpUtS O =——Animatedd-1 ————HH
AL Derivative H: n® hyperparams
\0%),/ w.r.t. inputs
(PINN)

Into N dimensions, the multidimensional gradient vector
indicates the descending direction.

9i+1 — Hi + ,uifi
fi = —VL(6Y)

u is the learning rate defining the size of the step at each it
iteration.

S
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Back-propagation

How do we define the term aL/ow/;?
The MLP is equivalent to:

y=nh (g(f(x))),h,g,f, with h, g, f the operator of each layer

The loss is equivalent to:

l=L(xy;0)=L (h (g(f(X))))

The derivative of the loss can be computed with the 1
chain rule: Al (V) REAE AW -z) INAR L(x,y,0) R

oL 9L dhdg of

Computing the derivative from the last layer to the first one.
puting Y y=g(f(x) - =L(g(f(x)))

This operation in done on the computational graph and is called
back-propagation (backwards in the network).
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Back-propagation

1. Define the computational graph of the newtork
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Back-propagation

1. Define the computational graph of the newtork
2. Calucate the forward pass

1. Variables
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Back-propagation

1. Define the computational graph of the newtork \\ \\
2. Calucate the forward pass \

a) Variables
b) Local gradients




Advanced methodologies for the assessment of the fatigue response Politecnico

Fatigue and Machine Learning

Back-propagation

1. Define the computational graph of the newtork
2. Calucate the forward pass

a) Variables
b) Local gradients

3. Calculate the backward pass
a) Back-propagated error

al = A'(zY)
a? = A%(z?)
oL 9a>  dL
0a20z2 9z2
w2 - dL/oW* C.J — ! oL 07>  dL
9z2 OW2  oW?
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Back-propagation

1. Define the computational graph of the newtork
2. Calucate the forward pass

a) Variables
b) Local gradients

3. Calculate the backward pass
a) Back-propagated error

oL da? dL
da2dz? 0z2

oL 0z% 0L oL da' 0L

0z2% da? - dal ~ dal ozl 0z1

L dz? dL

y azlowl owl
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Optimizer

Once the gradient is defined, the weights are iteratively updated

with gradient-based optimizers. The most common are:

. Batch gradient descent v Always converge toward - local or global-
Minimum
w+tD — (O _ ava(f’ 37,w(i)) forie (1, nepochs) v" Fixed a can be used
: : . : , : *  Slow
a is the learning rate, it can be fixed or varying with the epochs. «  Redundant

2. Mini-batch (or Stochastic) gradient descent

wHD = O aVWL(fk,)_/k,W(i)) fori € (1,nepochs),k € (1,ny) Faster iterations

Non redundant calculations
Add nois due to random sampling halping
generalization

ANRANEN

Data are shuffled and divided into n, mini batches. If the batch
size is one, it is called Stochastic Gradient Descent (SGD).

The number of epochs and the batch size are hyper- X May not converge and stack in local minima

parameters of the model. x  Loss oscillation may require variable «a (e.g.,
exponential decay)

The number of epoch can be automatically selected with a
early stopping algorithm that interrupts the optimization at
convergence.
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Optimizer: momentum and adaptivity

LA
The momentum is defined as a fraction of the previous step:
m = ,U.(W(l) — W(i_l))
m is used to compute the velocity: )
Without momentum
, . . 1
v = pr® —aVL(w) i With momentum
w+D = () 4 4 (i+1) i
|
With adaptivity, the step is scaled w.r.t. the (scaled) history of ': !
the gradient, so: | _:
: -I-1)
i |
|
@ ! I
WD) @ AYLw ) AdaGrad ! :
IWNICZICZNE RN
l | 1 S
WD = (@ _ avL(w®)

RMSP
\/y(VL)z + 25711 — y)VL(W)) rop RMSProp + Momentum = Adam
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Optimizer: momentum and adaptivity

- SGD - SGD
—— Momentum - Momentum
- NAG -  NAG

Adagrad Adagrad
Adadelta . | - Adadelta
Rmsprop ; g L Rmsprop
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Optimizer: momentum and adaptivity
Level Sets of the Function

B
i AMSprop Algorthm
== Gradient Descent
Gradient Descent (Momentum =0.5)
i  Adagrad
- Agdam

'r ey
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Optimizer: learning rate

Every optimizer presents a learning rate, which affects the

training procedure.

« Small Ir -> slow convergence

\ 4

- T00O low

v
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Optimizer: learning rate

Every optimizer presents a learning rate, which affects the

training procedure.
« Small Ir -> slow convergence

« Good learning rate -> optimal

\ 4

- T00O low
Good
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Optimizer: learning rate

Every optimizer presents a learning rate, which affects the

training procedure.
« Small Ir -> slow convergence
« Good learning rate -> optimal

« HighIr -> not converge to minima

\ 4

\ — Too low
w

Good
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Generalization: under-fitting and over-fitting

When bounded and non-constant activation functions are used, a
MLPwith a sufficient number of hidden units is a universal aproximator?
« Not enough hidden units -> can not approximate -> underfitting

« Enough units but noisy data -> approximates the noise -> overfitting

. . . Modeled noise

\ . .
. Prediction error

Loss function Unmodeled data

\ 4

Model complexity
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Generalization: under-fitting and over-fitting

-Training
How can | check the prediction error? Data splitting! B validation

Splitting techniques:
+ Single-split: divide dataset into validation and split  Loocv

« Leave one out: multiple training with one sample e

out each training 7
]
|

K-Fold
SPVS |
0

« K-Fold: split dataset in k-fold and repeat training k

times with kth subset as validation

20 40 60 80 100

Data (%)
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Generalization: under-fitting and over-fitting

How can | check the prediction error? Data splitting!

Splitting techniques:

 Single-split: divide dataset into validation and split

« Leave one out: multiple training with one sample
out each training

« K-Fold: split dataset in k-fold and repeat training k
times with kth subset as validation

Train on training and predict on validation at each

epochs:

Underfitting: training loss tracks validation loss

Validation
Training

\ 4
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Generalization: under-fitting and over-fitting

How can | check the prediction error? Data splitting!

Splitting techniques:

 Single-split: divide dataset into validation and split

« Leave one out: multiple training with one sample
out each training

« K-Fold: split dataset in k-fold and repeat training k
times with kth subset as validation

Train on training and predict on validation at each

epochs:

Underfitting: training loss tracks validation loss

Overfitting: Validation loss increase while training keep

decreasing

Validation
Training

Early
stopping

\ 4
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Generalization: under-fitting and over-fitting

There are algorithmic solutions to overfitting:

« Regularization
Add a weight regularization term to the loss function (L1=‘lasso’, L2 =ridge’)

L =MSE + Alw®|" k = 1 or 2

« Dropout®

Drop MLP neuron in hidden layers at each epochs. P ) active unit
Define a dropout probability p; at each it layer N @ inactive unit
At each iteration O /OO ®
Extract p.. € [0,1] for each k" neurons in it layer <04 LQANLOANE® | )
Remove neurons with pi < p! X 2R oo Sie O Y

Remove connection wg,q, = wh,Vj
Compute the loss L(w N wgrp) N/AXE
Backpropagate QX \@

Update weights W N Werop p=00 plti=00 pA=05 pI=00 pll=025

[6] srivastava et al, “Dropout. A simple way to prevent neural networks from overfitting”, JMLR 2014
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Hands-on tutorial

Google Colab:

Here you have a simple code for training a regression MLP:
https://colab.research.google.com/github/google/eng-
edu/blob/main/ml/cc/exercises/linear regression with synthetic data.ipynb

Suggested material:

Here you can find an online course on how to use Python:
https://www.youtube.com/watch?v=rfscVSOvtbw

Here you can find a crash course on ML provided by Google that will teach you the basic principles together with the
basic steps with the Tensorflow library in Keras:
https://developers.google.com/machine-learning/crash-course/ml-intro

Since organizing and preprocessing the data is a fundamental aspect of the ML projects, take a look at this short course
about the most common data processing techniques:
https://developers.google.com/machine-learning/data-prep



https://colab.research.google.com/github/google/eng-edu/blob/main/ml/cc/exercises/linear_regression_with_synthetic_data.ipynb
https://colab.research.google.com/github/google/eng-edu/blob/main/ml/cc/exercises/linear_regression_with_synthetic_data.ipynb
https://www.youtube.com/watch?v=rfscVS0vtbw
https://developers.google.com/machine-learning/crash-course/ml-intro
https://developers.google.com/machine-learning/data-prep

TUTORIAL

3
2 Politecnico
e di Torino

A. Ciampaglia, Departmento of Mechanical and Aerospace Engineering
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Course outline

Part | — Tuesday May 14th
 Introduction to Machine Learning
- Definitions and classifications
« Main architectures
« Multi-layer perceptron
« Network and neurons
« Training algorithm
« The loss-function
Hands-on tutorial: build a NN with Google Tensorflow

Part Il — Friday May 17th
« ML applied to structural integrity
« General MDS framework
- State of the art
- ML model for scientific applications
« Overview of PINN
« Overview of DeepONet
« Overview of BNN

Hands-on tutorial: build a BNN with Google Tensorflow Probabilistic
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How can we use data-driven methods in science? =

Mechanistic Data Science

«Mechanistic data science combines mechanistic calibrated principles and collected data to
accelerate the knowledge extraction and improve predictive capacity»

Scientific
knowledge Known principles with

The development of MDS models follows six steps: uncertain parameters

1. Multimodal data generation/collection

Extraction of mechanistic features

. , , , Limited data and
Knowledge-driven dimension reduction

scientific knowledge
Reduced order surrogate models

Data science method for regression classification

o ok~ Wb

System design Purely data-driven

MDS

Data
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ML for fatigue: state of the art

300
Fatigue + Machine + Learning

in Engineering

Growing research interests towards ML applied to fatigue: o

- Data-driven problem from the beginning 200

150

Growing trend!

Documents

« Phenomenological modes derived from observations

100

- Few physics equations are known (e.g., LEFM)

50

0
2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 2022 2023

Main goals: v
- Predict the effect of design variables on the fatigue
response from data (e.g. manufacturing,
environmental)
- Discover governing models from observation and
expand the knowledge
- Discover effect of defects and porosity on fatigue

response
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ML applied to structural integrity

When applying ML to scientific problems we want to:

. B/Ierge the data with physical knowledge

2. Understand the confidence of the prediction
+ in case of stochastic phenomena (e.g, fatigue):

3. Have a probabilistic prediction

Physics-informed neural networks

olitecnico

[7]

ournal of Computational Physics 378 (2019) 686-707

Contents lists available at ScienceDirect

Journal of Computational Physics

www.elsevier.com/locate/jcp

Physics-informed neural networks: A deep learning
framework for solving forward and inverse problems involving
nonlinear partial differential equations

M. Raissi?, P. Perdikaris >*, G.E. Karniadakis?

2 Division of Applied Mathematics, Brown University, Providence, RI, 02912, USA
b Department of Mechanical Engineering and Applied Mechanics, University of Pennsylvania, Philadelphia, PA, 19104, USA

ccccccc

[8] Blundell, Charles, et al. "Weight uncertainty in neural network.” International conference on machine learning. PMLR, 2015.
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Physics-Informed Neural Networks Standard MLP

Neural networks that are trained to solve supervised learning tasks while respecting l

any given laws of physics described by general nonlinear partial differential x|t (X, )
equations. ' I

A general PDE over a domaing, in a time interval [0, T], with non-linear operator IV is

introduced:

uT+N['LL]=O,XE.Q,tE[O,t] E \ 4

The solution u(x, t) is learned by a MLP, defined as MLP(t, x; 8), from a set of observed

data (x, t, ). " ________ !

. ¥y L)
With a standard approach:
0:rained = arg mgin L(x,t,u) = arg mein MSE(MLP(x,t; 0),u) )

—— Standard training
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Physics-Informed Neural Networks Standard MLP

Neural networks that are trained to solve supervised learning tasks while respecting l

any given laws of physics described by general nonlinear partial differential x|t (X, )
equations. ' I

A general PDE over a domain @, in a time interval [0, T], with non-linear operator IV is

introduced:

ur +Nu] =0,x € Q,t €[0,t]

The solution u(x, t) is learned by a MLP, defined as MLP(t, x; 8), from a set of observed

data (x, t, u).

With a standard approach: y

0:rained = arg mgin L(x,t,u) = arg mein MSE(MLP(x,t; 0),u)

Since the PDE must hold for a valid solution, it should embed in the loss function:

0(rqined = arg mgin[L(JE, t,u) +@LPT (x,t;0) + v [u]]J

—— Standard training

ur + Nu] =0 —— PINN training
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Physics-Informed Neural Networks Standard MLP

Physics constraints can be expanded out of the training data using collocation points:

(%, 1)

Otrainea = arg mein Lysg(x,t,u;0) + Lphy (%, t; 0), (%, t) in R\Q

(%,0)
N Ny 2000 4000 6000 7000 8000 10000
Li

40 6.5e—02 11e—02 5.0e—01 9.6e—-03 4.6e—01 7.5e—02
60 3.6e—01 1.2e—02 1.7e—01 5.9e—03 1.9e—-03 8.2e—03
80 5.5e-03 1.0e-03 3.2e-03 7.8e-03 4.9e~02 4.5e-03
100 6.6e—02 2.7e—-01 7.2e—03 6.8e—04 2.2e-03 6.7e—04
200 1.5e—-01 2.3e—03 8.2e—04 8.9e—04 6.1e—04 4.9e—04

(f’ f) 20 2.9e—-01 4.4e—01 8.9e-01 1.2e+-00 9.9e—-02 4.2e—02 i

Increasing collocations points leads to better prediction -> PINN added value!

|

BCs
' .75

0.50
0.25
0.00 [
—0.25
~0.50
....................................................... —0.75

PEmmm N ' % =X —— Standard training

Data (100 points)

Initial
conditions

" | ' — PINN training
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Physics-Informed Neural Networks R
Collocation help extrapolation. 209 M
. . ® Training data
Interpolation vs extrapolation: L5 validation data
Interpolation: inside the training data domain 1.0 -
(Extropolation: outside the training data domain } > s
0.0
Toy example:
—0.5
y = f(x) = sin(x)
_10_
MLP(x;0) = Yprea B

The PINN training enforce the correct derivative:

N M
12 1 Z
L(f')_]; 8) = N (MLP(.')ZU 6) _371')2 -+
i=1

MSE Pl
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Back-propagation in PINN

1. Define the computational graph of the newtork
2. Calucate the forward pass

a) Variables
b) Local gradients

3. Calculate the backward pass
a) Get the gradient dy/dx

dy/0x dy/dz! al = Al(zY)
dy  0dy?
dal  0z?
dy 0dy*dz*

d0z2 0z2%dal
dy 0dy*0dz*da’
9zl  0z2 dal 9zl
w2 dy 0y*0z*0da'dz'

0x 0z20aldz! ox
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PINN outtakes

It can be concluded that:
« PINN has a standard architecture

- The way the network is trained makes it physics-informed

- All method applied to MLP can be extended to PINN (Dropout,
regularization, ..)

It can be extended behind PDEs, anywhere there is an apriori knwoledge

coupling the input with the output with a mathematical expression

- Thanks to the MLP differentiability, this expression can contain derivatives
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PINN applications (Ol sample ]
Prediction of the SIF of interacting ellipsoidal defects from defect Data augmentation | &
LM  min Useemax RM
characteristics [8!: 1 ' 1
[ Training set | [ Testing set | —
« Input: defect features 1 :
Input defect Weights
foafitos &bias Outputs

« Output: defect stress intensity factor AK,.,

PINN model T
« Physics knowledge: Murakami equation:

{3
&

AK,.; = F-S-K.(AR) - K;(FR) - K;(interaction) - Y - \/n(area)0-5

Model evaluation Prediction model

I Performance evaluation index:MAE, RMSE, R?

AAK,o; 3

——— = (C(area) 4
darea 0. "

Physics-informed loss: ] = A
80 » E :ql\’:EE 0.9
L MSE 4 AR e dDKrg = Lo
darea darea

40 < 0.7
« Improved results training on expanded database . H m ,
° DNN PINN DNN(G-MTD) PINN(G-MTD) PINN(MTD) v

[8] wang et al, Fatigue life prediction driven by mesoscopic defect data, Engineering Applications of Artificial Intelligence (2024)
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PINN applications

Neural Network Loss
Prediction of multi-axial fatigue responsel®!:
Lswr = f(FPswr, Np)or
Lpg = f(FPgrg, Np)or
EX“p = f(FRx’m,.Np)O'I‘
‘CProposed = f (F P Proposedy N, p)
Lrmse = f(Ny, Np)

« Input: shear and normal strain amplitude, model

parameters

« Output: fatigue life

- Physics knowledge: multi-axial fatigue model

!
T b0 0 No
L @2N)” +y;(2N)" —a) =0 £ = w1 Lswr(LrsorLxueorL proposea) + |, |
G waLl pyse

Eid Yes
Physics-informed loss: )
6 6
T b0 0 (b) m— NN (d) o
L = MSE + |(Ef (ZNpl) + y;‘(ZNpl)c - a)| 5 [ MFLP-PINN 5 ~] MFLP-PINN

. SWT Em SWT

4 . Xue . Xue
- FS . FS

mmm Proposed Bm Proposed

* Improved results w.r.t. standard NN

 Tested over different models

ASSTEL EHATED ox AISI316L GH4169 TC4

[9] He, Zhao, Yan, MFLP-PINN: A physics-informed neural network for multiaxial fatigue life prediction, European Journal of Mechanics and Solids (2023)
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PINN applications

Prediction of fatigue curvesl’®! of Additively Manufactured

metals from process parameters:

« Input: manufacturing parameters
1000 e Dataset 24
« Output: fatigue life ‘© —— FFNN
. . . - % 900 PINN
« Physics knowledge: Murakami, negative slope, positive =
5 800 - BLFFNN
curvature: 9
_43 700
dNf d* Ny =
< 0; > 0; E 600
dSq dS2 -
. . ¢ 500
Physics-informed loss: =
N 400
_dNy N dNy 5 ; .
ds ds
L = MSE + 4 5 4 Log10(Ny)

« Improved results w.r.t. standard NN

« Tested over different models

[10] Centola, Ciampaglia, Tridello, Paolino. Machine learning methods to predict the fatigue life of selectively laser melted Ti6Al4 components, FFEMS (2024)
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ML applied to structural integrity

Physics-informed neural networks [7]

When applying ML to scientific problems we want to:

ournal of Computational Physics 378 (2019) 686-707

Contents lists available at ScienceDirect

. B/Ierge the data with physical knowledge

Journal of Computational Physics

2.(Understc1nd the confidence of the prediction |

www.elsevier.com/locate/jcp

+ in case of stochastic phenomena (e.g, fatigue):

cre g o e Physics-informed neural networks: A deep learning )
3. ‘ Have a pl’ObCIbIlIStIC predlCtlon framework for solving forward and inverse problems involving | &
nonlinear partial differential equations
M. Raissi?, P. Perdikaris >*, G.E. Karniadakis?
; Division of Applied Mathematics, Brown Uiliversfrfy, I’iuviden{cx RI, 02912, USA
NOVeI methods pro perly developed to GCCOU nt Or: Department of Mechanical Engineering and Applied Mechanics, University of Pennsylvania, Philadelphia, PA, 19104, USA
« The physics of the modelled problem Bayesian neural networks 8]

« The stochastic nature of the problem

. The Uncertainty Of the model Weight Uncertainty in Neural Networks

Charles Blundell CBLUNDELL @ GOOGLE.COM
Julien Cornebise JUCOR @ GOOGLE.COM
Koray Kavukcuoglu KORAYK @ GOOGLE.COM
Daan Wierstra WIERSTRA @ GOOGLE.COM
Google DeepMind

[8] Blundell, Charles, et al. "Weight uncertainty in neural network.” International conference on machine learning. PMLR, 2015.
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Bayesian Neural Networks

“Minimizing MSE of the mean is equivalent to maximizing the log

likelihood of the data under the assumption of Gaussian noise.”

It is hence true that:

MLP(x,w) =y,x € RY,y € RM

w = arg max log(P(y|x,w)) = arg maxz log P(x;, y;, W)
w w
i

This approach can be extended to a probabilistic neural network,
where the weights w are random functions -> Bayesian Neural Network.

The BNN is random and will give a different results every time is used.

BNN
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Bayesian Neural Networks

We want to fine the distribution of weights w given the training dataset

D = (x,y), which maximize P(w|D).

Using Bayes theorem: Prediction
S A/_ on D
Posterior
distribution Prior
distribution

The predicted expectation can be computed with mutiple predictions:

PGID) = Epuip) PG, % W)l = ) p(wID)BNNI (.3, w)

With a variational approach, the posterior distribution is a parametric

function (e.g., Gaussian, Bernoulli, ..) g(w, #) with parametrers 6.
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Bayesian Neural Networks: training

The problem becomes: ’ 1.2-
0 = arg min KL[q(w|0)||P(w|D)] 0.5

Where KL is the Kullback-Leibler divergence between two distributions: 04-
0.0-

KLlq10)1PuiD)] = [ awiontog(Soo Jaw = [ awiorios (el aw

That is equal to: 00 04 08 12

Eraolg()] = | glo)f(x)dx
L(D,0) = KL[qw|®)[|P(w)] — Eq(wl@)[log(P(D|W>/ j

L(D,0) = Eq(wlg)[log(q(wle)) — log(P(W)) — log(P(DlH))]

We recognize a data-related term and a complexity term in the loss function
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Bayesian Neural Networks: training
To minimize the loss we need its gradient. Using the proposition:
df (w,0)ow df(w,0)

ow 06 * 26
With € a small random number so that g(e)de = w(w|0)d6.

9,
% IE:q(w|9) [10g(P(D|W)] = IEq(e)[

IEq(Ww)[log(q(le)) — log(P(w)) — log(P(DIw))] = ]Eq(ng)[l(H,Z))] Monte-Carlo
sampling from

~ Z?log (g(w®]6)) —1og (P(w®)) = log (P(D|w®)) .~ thevorictiona

posterior

In case of Gaussian distribution of weights q(w|0) = NV (w|u, 0), 8 = (1, 0):

w = u+log(1l+ exp(o))-€

al(w, 6 .51‘"9‘
Eg(wio)llog(P(D|w)] = (e):J o, ) W, )]—VML

u d
A —-=- ﬁl-->_ Gradient of
_____ [ == — BNN
[log(P(D|w)] olw.0) e HCLGZ
P q(w|6) 108 Eqce) | L ow _|1 +exp(—0) I dog o

Gradient of
back propagation
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Bayesian Neural Networks: Bayes by Backpropagation

9 al(w,9) dl(w, 6) ol(w,8) dl 0y 0z° da* 0z*
w, w, =

— Eqwo)llog(P(DIw)] = Eq4ce l 1+ =V,L owl 0y dz2 dal 0z ow?
i W ou ol(w,0) 0l dy dz*da' dz" dw’
d al(w, ) al(w, 6) ' du  dydz2odalazlow! au
) € ) 2 1 1 1
— Eqw)e)llog(P(D|w)] = Eq(e)[ v LW ol(w,0) _ 0l dy 9z* da' 0z" ow
do ow 1+ exp(—o) do . 5y 972 901 02 9wl 90

From the

dL/dz1
computational graph

The expectation is computed by
randombly sampling € n times

c ‘Q_, Wl : (Monte Carlo sampling)
GM 0z%/ aa;\z/ oL/dy
w o
W2 al/oy

<l
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Bayesian Neural Networks

« Allow to estimate the model uncertainty

« Itis a modified architecture with probabilistic weights

« It requires a modified back-propagation

 The number of parameters increases (double for diagonal normal, escalate for
multivariate distributions with weights co-variance)

« Can be used for adaptive sampling strategies: sample data in uncertain

regions on domain

 Can be used to suppress connections with high noise-to-signal ratio (e.g., o/u)




Thank you all for your kind
attention!

email: alberto.ciampaglia@polito.it
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